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1 Chapter 1

Introduction

. . ’ nllen oo at sffe A pe
Strokes, often called "hrain attacks” are serious health challenge that affect peo

ple and communities worldwide, They happen when something goes wrong with
the blood flow to the brain, causing issues with movernent, thinking. and overall
life quality. Figuring out how often these strokes happen is what we call Stroke
Incidence — it's like counting how many times these brain issues oconr In a group

of people over a certain time.

Why does Stroke Incidence matter? Well, it’s like a helpful tool for doctors
and rescarchers, It helps them understand how often these brain issues ocour in
a group of people over a specific time. But why does this matter? Well, it’s not
just about counting strokes; it’s about finding patterns and trends. It's about
uncovering the story behind the strokes — what makes them happen and how we
can prevent them. This study into Stroke Incidence looks at different things that
might affect strokes, like age, gender, health, lifestyle, where people live, and the
kind of work they do.

Our daily choices also play a role. Imagine lifestyle choices as the decisions
we make every day — like whether or not to smoke. Studies show that smoking
can increase the likelihood of having a stroke. So, understanding these lifestyle
factors is like recognizing habits that might be harmful to our health and finding
ways to change them for the better. The place you call home can also impact
Stroke Incidence. It’s not the same everywhere; strokes might happen more often
in cities or rural areas. This can be due to differences in healthcare access, the
environment, and the way people live. Exploring these regional distinctions is like
understanding the unique challenges different communities face when it comes to
strokes. Some jobs may expose individuals to higher stress levels or require a lot
of sitting. This can contribute to an increased risk of strokes. Studying differ-
ent occupations is like recognizing patterns that help us fisure out how work life
might be linked to strokes. It’s about making sure people stay healthy, even in
their workplaces. :

As we embark on this exploration of Stroke Incidence, our main goal is to
answer the big questions — why and how do strokes occur? By studying the in-
formation, we aim to find out what things make strokes more likely and how we
can stop them.

Looking ahead, we want to do more than just understand what happened in

the past. We want to predict the future. This involves creating models that
can forecast the likelihood of someone having a stroke based on various factors.

7



These models help doctors and researchers plan ahead, making sure they’re ready
to prevent strokes before they happen.

In the end, Stroke Incidence isn’t just about counting strokes; it’s a complex
study that goes beyond numbers. It’s about understanding the multitude of fac-
tors that contribute to strokes — age, health, lifestyle, location, and occupation.
This exploration connects dots across demographics, health metrics, geography,
and work life, weaving a narrative that goes beyond statistics. The ultimate aim
is not just to quantify strokes but to illuminate the path toward a future where
strokes arc not only counted but significantly reduced through targeted and in-
formed interventions, creating healthier communities for everyone.
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1.1 NMNlotivation

Starting This project, " Understanding and Preventing Strokes™ is like beginning
i mission (o keep everyone in conmmunity safe and healthy. Strokes can be tough,
aflecting how people move and think. This project on a mission to find out why

they happen and, most importantly, how to stop them.

Think of this project as a search for important information to create a guide
that helps everyone live a healthier life. NMain goal is to prevent strokes and help
people make choices that keep them safe and happy. By learning more, T want to
help both doctors and people like you make smart choices that lower the chances
of having n stroke. It's like having a helpful tool that shows you how to live a
healthier life.

This project isn’t just about numbers and data; it’s about making a real dif-
ference in people’s lives. If this can prevent even one person from facing the
challenges of a stroke, it's a big step toward creating a community where every-
one can live better and healthier. That’s what keeps me excited and motivated
everyday — the idea that this work might really help make the world a safer and
healthier place for everyone.

1.2 Literature Review

In 2021,Chun M, Clarke R, Cairns B J, Clifton D, Bennett D, Chen Y conducted
a study on ”Stroke risk prediction using machine learning: a prospective cohort
study of 0.5 million Chinese adults”.The aims of this study were to compare Cox
and MI models [or prediction of risk of stroke in China at varying intervals of
follow-up (ie, stroke within 9 years, 0-3 years, 3-6 years, 6-9 years) and to identify
individuals for whom ML models might be superior to conventional Cox-based
approaches for stroke risk prediction and develop and evaluate an ensemble model
combining both approaches to identify individuals at high risk of stroke.The re-
sults highlight the potential value of expanding the use of ML in clinical practice.

In 2021,Qi Wang, Lulu Zhang,Yidan Li, Xiang Tang conducted a study on
"Development of stroke predictive model in community-dwelling population: A
longitudinal cohort study in Southeast China”. This study aims to develop a highly
accurate prediction model of stroke with a list of lifestyle behaviors and clinical
characteristics to distinguish high-risk groups in the community-dwelling popu-
lation. The predictive models could predict 2-year stroke with high accuracy.
The models provided an effective tool for identifying high-risk groups and sup-
plicd guidance for improving prevention and treatment strategies in community-
dwelling population.



‘l‘n 2()'.?1,]0111:111 M Alnnazi, Anlan Abdou and Jake Luo conducted n study
on Predicting Risk of Stroke From Lah Tests Using Machine Learning Ago-
I'Il-‘lllm-;“. The aim of this study was to apply computational methods using 1;;1\-
chine Tearning techniques to predict stroke from Jah test datae They ('nmu‘l‘llm(
:l\(‘t‘lll':llt‘ and sensitive machine learming, models enn be created to l)‘l‘('(livl stroke
from Iab test data. The predictive model, Punilt using data from Jab tests, was

3
f casy Lo use and had high aceuracy.

C I H 7 i 4 ) . N
: In .‘.()..2, Qin Y, Cheng S, Wu Y conduetd a study on " Development ol rapid
, and ellective risk prediction modals for stroke in (he Chinese population™. The

purpose of this study was (o use easily obtained and divectly observable clinieal
ensed risk of

:

f foatures Lo establish predictive models to identily pationts at iner

: stroke. This work provides a rapid and necurate tool for stroke risk assessment,

: which can help to improve the elliciency of stroke sereening medical services and

f the management of high-risk groups.

¢

In 2022, Dritsas, Llias, and Mavia Trigka conducted a study on "Gtroke Risk

Prediction with Machine Learning Technigues”. Tu this research work, with the
aid of machine learning, several models are developed and ovaluated to design
a robust framework for the long-tern risk prediction of stroke occurrence. The

| Jmain contribution of this study is a stacking method that achieves high per-

| formance that is validated by various metries, such as AUG, precision, reeall,

: F-measure and accuracy. The experiment results showed that the stacking clas-

sification outperforms the other methods, with an AUC of 98.9%, F-mecasure,

; precision and recall of 97.4% and an aceuracy of 98%.

t In 2018, Scung Nam Min, Se Jin Park, Dong Joon Kim, Murali Subra-

Eur Neurol conducted & study on " Development of an

maniyam, [Kyung-Sun Lee
Algorithmn for Stroke Predic
. They aimed to derive a mod
potentially modifiable risk
regression model based on information regarding s
The developed model could correetly disc
patients in 65% of cases.

-ance Database Study in Ko-

tion: A National Health Insu
pre-diagnosis

el equation for developing a stroke
factors. They developed a logistic
cveral well-known modifiable
riminate between normal

rea”
algorithm with the

risk factors.
subjects and stroke

ol 2 o et oo KL L ARl (ke S

o TGl A TRy

10



2 DS e e S e

N N = Yﬂ?m’rb‘m}rﬂﬂw%ﬂ&fﬁym-" i e xtin, afiitiibale it larele, L diiiss i X

T (MBS0 Sl

A 72 el AT 0 ) B et 0 o TR | et K - - .

1.3  Objectives

e To examine patterns in stroke occurence between genders.
e ‘To determine the most significant predictors of stroke.
e To exnmine how different work types influence stroke incidence.

e 'To investigale the connection between average glucose levels,BMT and stroke

aceuarenee,

e To determine if any residence type(rural or urban) contribute to stroke

incidence,

e To develop and train machine learning model capable of predicting the
probability of stroke.

1.4 Scope of the study

This project aims to create a guide that assists people in making healthier choices,
ultimalely making our community a safer and healthier place. The project’s
scope is to provide valuable information that helps both individuals and doctors
in lowering the chances of strokes, contributing to an overall healthier lifestyle.
By focusing on prevention and creating awareness, the project aims to have a
posilive impact on people’s lives, reducing the challenges associated with strokes
and fostering a safer environment for everyone.

11



2 Chapter 2

Methodology

2.1 Introduction

In this chapter, the details of the collection of data on
cluded. This chapter also includes the details of the statistical tool

a stroke incidence is in-
5 and methods

used for the analysis of the data.
Section 2.2 gives the details abont the str
section 2.3 gives the details about the various

data analysis.

ategy used in data collection and
statistical techniques used for the

2.2 Sampling Strategy
2.2.1 Collection of data

This rescarch is based on a sccondary datasct from Kaggle. The number of

participants was 4982, and all of the attributes are described as follows:

e Age(years): This feature refers to the age of the participants.

e Gender: This feature refers to the participants gender.

e Hypertension: This feature refers to whether this participant is hyper-
tensive or not.

e Heart disease: This feature refers to whether this participant suffers from
heart discase or not.

e Ever married: This feature represents the marital status of the partici-

pants.

e Work type: This feature represents the participant’s work status.

e Residence type: This feature represents the participant’s living status
and has 2 categories(urban,rural).

e Avg glucose level: This feature captures the participants average glucose
level.

e BMI(Kg/m?): This feature captures the body mass of the participants.
e Smoking status: This feature captures the participant’s smoking status.

e Stroke: This feature represents if the participant previously had a stroke
or.not.

12



2.3 Statistical Techniques Used

The statistical software like 'Python’ is used for the analysis and interpretation
of the data and excel is also used to analyze the data. The statistical techniques
used to carry out the analysis are given as follows :

2.3.1 Bar Graph

A bar chart or bar graph is a chart or graph that presents categorical data with
rectangular bars with heights or lengths proportional to the values that they
represent. The bars can be plotted vertically or horizontally. A vertical bar chart
is sometimes called a column chart.

It allows you to compare different sets of data among different groups easily.
It instantly demonstrates this relationship using two axes, where the categories
are on one axis and the various values are on the other. A bar graph can also
illustrate important changes in data throughout a period of time.

2.3.2 Box Plot

A boxplot, also known as a box-and-whisker plot, is a graphical representation
of the distribution of a dataset. It provides a visual summary of key statistical
measures, including the median, quartiles, and potential outliers. The box en-
compasses the interquartile range (IQR), representing the middle 50% of the data,
while the line inside the box indicates the median. Whiskers extend from the box
to depict the data’s range, and individual data points beyond the whiskers may
be considered outliers. Boxplots are valuable for comparing datasets, identifying
central tendencies, and detecting outliers, making them a widely used tool in
exploratory data analysis.

2.3.3 Violin Plot

A violin plot is a sophisticated data visualization that combines features of a box-
plot and a kernel density plot. Resembling the shape of a violin, tlie plot provides
insights into the distribution and probability density of the data. The width of
the violin at any point indicates the estimated probability density, offering a more
nuanced view of the data’s distribution. Often incorporating a box-and-whisker
plot within, the violin plot visually captures the spread, median, and potential
outliers. This type of plot is particularly useful for displaying the density of data
across different regions of the distribution and is commonly employed in scenarios
where traditional boxplots might oversimplify the data’s complexity.

2.3.4 Column chart

A column chart, often referred to as a bar chart, is a visual representation of
data using vertical or horizontal bars to showcase values within distinct cate-

13



ssponds to a specific value, making it
Typically employed to illus-
various categories, column
ng values and categories,
en datasets, and

gories. Each column’s height or length corre
casy to compare magnitudes across different groups.
trate changes over time or compare quantities between
charts have two axes vertical and horizontal representi
respectively. The color-coded bars enhance differentiation betwe : .
the inclusion of titles and labels ensures clarity. This graphical tool is widely
utilized in fields like business, statistics, and data analysis for its cffectivencess
in conveving information and facilitating a quick understanding of trends and

comparisons.

2.3.5 Chi-square test for Independence of Attributes

The chi-squared (.X'?) test is a statistical technique used to determine if there is a
significant association between two categorical variables. It is employed to asscss
whether observed data in a contingency table differs significantly from what would
there were no association. The test calculates a chi-squarcd statis-
d and expected frequencies. By
it yiclds a p-valuc that in-
all p-value

be expected if
tic, which measures the disparity between observe
comparing this statistic to a chi-squared distribution,
dicates the likelihood of observing such an association by chance. A sm

an 0.05) suggests a statistically significant rclationship between
a lack of association. Chi-squared

ducting goodness-of-fit

(typically less th
the variables, while a larger p-value indicates
tests arc valuable tools for assessing relationships and con
tests in statistical analysis. Python libraries like scipy.stats and pandas cnable

the execution of chi-squared tests.

2.3.6 t-test

The t-test is a statistical method used to evaluate whether there is a significant
difference between the means of two groups. It calculates a t-statistic based on
sample data, taking into account both the average difference and the variability
within the groups. The t-test compares this statistic to a critical value from
the t-distribution, helping rescarchers assess if the observed differences are likely
due to chance or if they reflect a genuine distinction between the groups. A
lower p-value resulting from the test indicates stronger cvidence against the null
hypothesis, suggesting a meaningful difference between the group means. T-tests
are widely employed in scientific rescarch, allowing investigators to make informed
conclusions about the significance of observed differences in various scenarios,
such as comparing the means of two trcatment groups in an experiment.

2.3.7 Logistic Regression Model

Logistic regression is process of modelling the probability of a discrete outcome
given an input variable. Logistic regression is one of the commonly used algo-
rithms in machine learning for binary classification problems, which arc problems

14



with two class values. Logistic regression can also estimate the probabilities of

outcomes. Hence it can be used for classification by creating a model.

The assumption of logistic regression are :
e The dependent variable should be binary

e The observations should be independent of each other

e There should be little or no multicollinearity among the independent vari-

ables

e There must be a linear relationship between the independent variables and

log odds

The logistic regression model is given by, y = 2’3 + ¢, the link function used here
is the logit link, given by,

™
7=in(125)

The odds are defined as the probability that a particular outcome is a case divided
by the probability that it is a noncase. The logistic function is given by,

1

F(z) =9 T e Gothia)

where F'(z) is the probability that the dependent variable equals a case, give
some linear combination z of the predictors,f; is the intercept from the linear
regression equation,f;z is the regression coeflicient multiplied by some value of
the predictor,base e denotes the exponential function.

2.3.8 Random forest classifier

The Random Forest Classifier is an ensemble learning algorithm that builds a
multitude of decision trees during training and merges their predictions to im-
prove overall accuracy and robustness. Each tree in the forest is constructed
independently, using a random subset of the training data and a random subset
of features for each split. This randomness helps prevent overfitting and promotes
diversity among the individual trees. The final prediction is made by averaging
or taking a vote across all the trees, resulting in a robust and flexible mode].
Random Forests are widely used for both classification and regression tasks due
to their ability to handle complex relationships in data, resist overfitting, and
provide insights into feature importance. ’
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3 Chapter 3

3.1 Results and Discussion

3.1.1 o examine patterns in stroke occurence between genders.

The following table provides a detailed breakdown of the frequency of stroke

occurrence by gender,

Table 1: Frequency of Stroke Occurrence by Gender

Gender | No stroke | Stroke |
Female 2767 140 J‘
Male 1966 108

The following column chart shows the frequency of stroke occurence by gender.

Figure 1: Frequency of Stroke Occurrence by Gender

3000

2500
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I Female

1500 -
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Stroke

The column chart visually compares the frequency of stroke occurrence be-
tween males and females, with numerical values displayed on top of each bar. For
females, 2767 individuals did not experience a stroke, and 140 individuals experi-
enced a stroke. For males, 1966 individuals did not experience a stroke, and 108
individuals experienced a stroke. Both males and females show some instances of
stroke occurrence, but further statistical analysis is needed to determine if there

are significant differences.
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Chi-Square test :
The hypothesis are as follows :

Hy : There is no significant association between gender and stroke occurrence.
H, : There is a significant association between gender and stroke occurrence.

The following contigency table shows the distribution of stroke occurrences
between genders.

Table 2: Contingency table of stroke occurrence by gender

Gender | No stroke | Stroke

Female 2767 140
Male 1966 108

e Chi-square value: 0.3135
e P-value: 0.5755

e Degrees of freedom: 1

The contingency table shows the distribution of stroke occurrences between
genders. The chi-square test results in a chi-square value of 0.3135 and a p-value
of 0.5755. With a p-value greater than 0.05, we do not reject the null hypothe-
sis, so there is no significant association between gender and stroke occurrence.
Therefore, based on the analysis, I conclude that there is no statistically signifi-
cant association between gender and the occurrence of strokes.

3.1.2 To determine the most significant predictors of stroke.

Determining the predictors of stroke using logistic regression.

Table 3: Table showing the coefficients

Variables cocfficient | std err z p > |z|
Age 0.0690 0.005 | 13.149 | 0.000
Hypertension 0.3944 0.163 | 2.414 0.016
Heart discasc 0.3226 0.188 | 1.717 0.086
Avg glucose level 0.0039 0.001 3.288 0.001
Bmi 0.0088 0.012 0.708 0.479

e Accuracy = 0.9402

The model indicates that age, hypertension, and average glucose level are
statistically significant predictors of stroke. Individuals with hypertension tend
to have a higher likelihood of stroke. The model may not find a statistically
significant association between heart discase, BMI, and stroke.

17



3.1.3 To examine how different work types influence stroke incidence,
Analyzing how different work types influence stroke incidence using bar chart.

The following table gives the frequency of st roke incidence for each work type.

Table 4: Table showing the frequency of stroke incidence for cach work type

Work type | No stroke | stroke
Govt job 611 33
Private 2712 148
Self-employed 739 65
children 671 2

The following bar chart shows the frequency of stroke incidence for each work

type.

Figure 2: Frequency of stroke occurrence by each work type.

Children

Self- employed
Bt Stoke

| No stroke

Private -
2712

Govt_job
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The bar chart visually represents the distribution of stroke incidents and
non-stroke incidents for each work type. Among the work types, "Private” has
the highest number of both stroke and non-stroke incidents, followed by ” Seclf-
employed”, ”Govt job” and ” Children”. The bars for non-stroke incidents are
significantly higher than those for stroke incidents for all work types, indicating

a lower incidence of strokes.

18




3.1.4  Toinvesti
stigate the connecti
ion between average gluco
: se levels B!
and stroke occurence. SR e

Analyzing ;
‘ Yzing the relations e
ationship between the average glucose level, BMI and stroke

occurences using boxplot
The f 1 ¢
following boxplots shows the distribution of avwrage glucose level by

stroke.

Figure 3: Distribution of average glucose level by stroke
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e For individuals without strokes, the median average glucose level is 91.45.
e For individuals with strokes, the median average glucose level is higher at
105.04.

The box plot for "avg glucose level” indicates that the distribution of average
glucose levels tends to be higher for individuals who have had a stroke compared

to those who have not.

The following boxplots shows the distribution of BMI by stroke.

Figure 4: Distribution of BMI by stroke
¢

stroke
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o lor individuals without strokes, the medinn 1M is 22.00.
o Vor individuals with strokes, the median 1M1 s sliginly higher at 2045,
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BMI in the stroke group suggest that thos fsctors may Le assnizted with zu
increased likelihood of experiencing a stroke. ez, further statist

world be needed to confirm these obpervations.

There appears Lo be

T- test @
For average glucose level :

The hypothesis are as follows,

ITy :There is no significant difference in average ghicoss levels beaween individuals
with strokes and those without strokes.

17, : There is a significant difference in averag

with strokes and those without strokes.

e glucose levels betvieen individuals

e T-Statistic: 9.49

e P-Value: 3.64¢-21

suggests strong evidence against the null hypothesis.
The positive t-statistic indicates that the average glucose levels for individuals
with strokes arc significantly higher than those without strokes. So. there Is a
significant difference in average glucose Jevels between individuals with and with-

out strokes.

The extremely low p-value

For BMI level :

The hypothesis arc as follows,

Hy: There is no significant difference in BMI between individuals with strokes

and those without strokes.
H,: Thercis a significant difference
those without strokes.

in BMI between individuals with strokes and

e T-Statistic: 4.02
e P-Value: 5.82e-05
20
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The very low p-value for BMI indicates strong evidence against the null hy-
pothesis. The positive t-statistic implies that the BMI for individuals with strokes
is significantly higher than for those without strokes. There is a significant dif-
ference i BMI between individuals with strokes and those without strokes.

Based on the investigation into the connection between average glucosc levels,
BMI, and stroke oceurrence, the results of the t-tests provide strong cvidence
that both average glucose levels and BMI are significantly associated with stroke
incidence.  The higher average glucose levels and BMI observed in individuals
with strokes sugeest these factors may contribute to an increased risk of stroke.

3.1.5 To determine if any residence type(rural or urban) contribute
to stroke incidence.

Analyzing if any residence type contribute to stroke incidence using
violin plot.

The following frequency table provide insights into the relationship between res-
idence type (rural or urban) and stroke incidence.

Table 5: Frequency table of stroke occurrence by residence type

Residence type | No stroke | Stroke
Rural 2336 113
Urban 2397 135

The following violin plot displays the distribution of stroke incidence in both
rural and urban areas.

Figure 5: Violin plot of stroke incidence by residence type
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The wider sections of the violins represent areas of higher frequency in the

dataset. In the plot, the distribution of stroke incidence in rural and urban areas
appears similar, with a comparable spread of cases. The frequency table supports
the observations from the violin plot. The total counts of stroke cases in rural and
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urban areas are relatively close, with rural arcas having 113 cases and urban arcas

having 135 cascs.
Based on both the violin plot and the frequency table, it scems that there is no

substantial difference in stroke incidence between rural and urban arcas. There-
fore, the analysis does not strongly indicate that residence type (rural or urban)

contributes significantly to stroke incidence.

Analyzing if any residence typc contribute to stroke incidence using

chi-square test.

The hypothesis are as follows :

Hp : There is no association between residence type (rural or urban) and stroke

incidence.
H, : There is association between residence type (rural or urban) and stroke
incidence.

The following contingency table shows the distribution of stroke incidence by

residence type.

Table 6: Contingency table of stroke occurrence by gender
[ Residence type [ No stroke [ Stroke
Rural ] 2336 [ 113

[ Urban | 2397 [ 135

e Chi-square value: 1.2078
e P-value: 0.2717

e Degrees of freedom: 1

The p-value is which is greater than the
level of 0.05. Therefore, we fail to reject the null hypothesis.
statistical evidence 10 determine that residence type (rural
os to stroke incidence. The data does not support
and the occeurrence of strokes.

Based on the Chi-square test results,
typical significance
There is not enough

an) significantly contribut

or urb
on residence type

a significant association betw

(S
o
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To develop and train machine learning model capable of
Pre-

Q ~
\‘ul.(\
dicting the probability of stroke.

e \Model type @ Random Forest Classifier

The following table shows the report of classification.

Table T: Table of classification
Classes Precision | Recall | fl-score
No stroke 0.95 1.00 0.97
Stroke 0.94 1.00 0.96

Overall accuracy is the ratio of correctly predicted observations to the total

observations. In this casce:

Accuracy: 0.95 (95%)

aracteristic (ROC) curve is plotted to

The following Receiver Operating Ch
ve rate and false positive rate.

visualize the trade-off between true positi

Figure 6: Receiver operating characteristic curve
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ROC curve measures the ability of the model to distinguish between classes.

In this case:
Auccuracy : 0.835 (83.5%)

The model performs well in terms of accuracy, achieving an overall accuracy
of 95%. However. when looking at class 1(stroke), the precision and recall are
high (94% and 100%. respectively), suggesting good performance in identifying
strokes. The AUC-ROC score of 0.835 indicates a good ability of the model to
discriminate between positive and negative cases. The model shows promising

results in identifving stroke cases.
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Chapter 4

COnChlsion
visually compares the [requeney ol stroke oceurreye

bet‘ween males and females. Both males and females show some instances

.Of Stroke oceurrence, but further statistical analysis is needed to determine
If there are cionip o

there are Significant differences.
concluded that there is no statistically sip.

nificant association between gender and the occurrence of strokes,

odel indicates that age, hypertension, and average glucose

level are Statistically significant predictors of stroke. Individuals with hy-

Pertension tend to have g higher likelihood of stroke. The model may not
find a Statistically significant association between heart discase, BMI, and

stroke.

® The bar chart visually represents the distribution of stroke incidents and

non-stroke incidents for each work type. The bars for non-stroke incidents
are significantly higher than those for stroke incidents for all work types,

mdicating a lower incidence of strokes.

® The box plot for ”avg glucose level” indicates that the distribution of aver-

age glucose levels tends to be higher for individuals who have had a stroke
compared to those who have not.The box plot for "BMI” suggests that in-
dividuals with strokes tend to have a slightly higher median BMI compared

to those without strokes.

e Based on the investigation into the connection between average glucose lev-

e Based on both the violin plot and the frequency table, it seems that there is

els, BMI, and stroke occurrence, the results of the t-tests provide strong
evidence that both average glucose levels and BMI are significantly associ-

ated with stroke incidence.

no substantial difference in stroke incidence between rural and urban areas.
Based on the Chi-square test results, The p-value is which is greater than
the typical significance level of 0.05. Therefore, we fail to reject the null
hypothesis. There is not enough statistical evidence to determine that res-
idence type (rural or urban) significantly contributes to stroke incidence.

The AUC-ROC score of 0.835 indicates a good ability of the model to dis-
criminate between positive and negative cases. The model shows promising

results in identifying stroke cases.
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5 Chapter 5

5.1 Summary

The project, titled ”A Comprehensive Analysis Of Risk Factors Bl P .
Modelling For Stroke Incidence,” delved into the exploration of variouze;l Ictive
contributing to the occurrence of strokes. By collecting data from Kagglzctors
study examined gender, work type, residence type, and numerous health parz’mthe
ters, such as age, hypertension, and average glucose levels. Notably, the analy;ie;
uncovered that gender and residence type exhibited no significant assocjati;),,
with stroke incidence. However, work type played a role, with ”Private” jobs
showing the highest frequency of incidents. The predictive model, incorporating
key factors like age and average glucose levels, showcased robust performance in
identifying stroke cases. These findings emphasize the importance of addressing
modifiable risk factors for effective stroke prevention.
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= Chapter 7

-1 Appendix

Python codes used for data analysis.
Sxamining patterns in stroke occurence by gender using column chart,
import pandas as pd

import seaborn as sns

import matplotlib.pyplot as plt

# Load the dataset '
data = pd_read_csv("c:\\Users\\hp\\Downloads\\braln_stroke.csv")

# Create a table
table = pd.crosstab(data[’gender’],

margins=True, margins_name=’Total’)

data[’stroke’],

# Create a bar chart
plt.figure(figsize=(10, 6))

ax = sns.countplot(x=’gender’, hue=’stroke’, data=data)

# Adding labels and title
plt.xlabel(’Gender’)

plt.ylabel (’Frequency’)
plt.title(’Frequency of Stroke Occurrence by Gender’)

# Adding legend
plt.legend(title=’Stroke Occurrence’, labels=[’No Stroke’, ’Stroke’])

# Adding numerical values on top of the bars

for p in ax.patches:
ax.annotate(f’{p.get_height O}’, (p.get_x() +

p.get_width() / 2., p.get_height()),
ha=’center’, va=’center’, xytext=(0, 10), textcoords=’offset points’)

# Show the table
print("\nTable - Frequency of Stroke Occurrence by Gender:")

print(table)
# Show the plot
plt.show()
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# Conclusion

print ("\nConclusion based on the Bar Chart and Table:«)
print("The table provides a detailgd breakdown of the
frequency of stroke occurrence by gender.")

print ("The bar chart visually compares the frequency of stroke
occurrence between males and females, with

numerical values displayed on top of each bar.")

print ("Both males and females show some

instances of stroke occurrence, but further
statistical analysis is needed to determine

if there are significant differences.")

Examining patterns in stroke occurence by gender using chi-square
test.

import pandas as pd
from scipy.stats import chi2_contingency
from tabulate import tabulate

# Load the dataset
data = pd.read_csv("C:\\Users\\hp\\Downloads\\brain_stroke.csv")

# Create a contingency table
contingency_table = pd.crosstab(datal’gender’], datal’stroke’l)

# Print the contingency table
print ("\nContingency Table:")
print(tabulate(contingency_table, headers=’keys’, tablefmt="pretty’))

# Perform the Chi-Square Test
chi2, p, _, _ = chi2_contingency(contingency_table)

# Display the results of the Chi-Square Test
print ("\nChi-Square Test Results:")
print(£f"Chi2 value: {chi2:.4f}")

print (f"P-value: {p:.4f}")

# Interpretation of results
if p < 0.05:
print("\nThere is a significant association between
gender and stroke occurrence.")
else:
print ("\nThere is no significant association between

gender and stroke occurrence.")
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Dotermining the most gignificant predictors of stroke using 1ogig;
L1e

regression.

import pandas ag pd
import numpy as 1p
import gtatemodels.api as &M

# Load the datasetl

data = pd.road_csv("C:\\Uﬂera\\hp\\Downloads\\brain-atroke.csv“)

# Convert ’stroke’ to numeric (apsuming ’1’ indicatee gtroke)

data[’stroke’] = pd.to_numeric(data[’ztroke’], errora=’coerce’)

e e
T T S Y,

# Encode categorical variables
data_encoded = pd.get_dummies(data, columns=[’gender’, ’ever_married’,

‘work_type’, ’Residence_type’, ’emoking_status’])

# Fill missing values with mean

data_encoded.fillna(data_encoded.mean(), inplace=True)

| # Add a constant term for the intercept
data_encoded[’const’] = 1

# Define predictors
predictors = [’'age’, ‘hypertension’, ‘heart_disease’,

'avg_glucose_level’, ’bmi’, ’const’]

T ————

# Create the logistic regression model

T

} logit_model = sm.Logit(data_encoded[’stroke’], data_encoded [predictors])
# Fit the model
result = logit_model.fit()

g

# Display the logistic regression results
print(result.summary())

—

Examining how different work types influence stroke incidence using

bar chart.

import pandas as pd

import seaborn as SnS

import matplotlib.pyplot as plt

from scipy.stats import chi2_contingency

from tabulate import tabulate
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# Load the datapol | ‘ _—
data = pd,tund_ﬁnv(“ﬁ:\\ﬂnulnhﬁhpx:thhlhﬂ'ﬂ brain_sLroke, ceyr)

# Croate a bar chart using poaborn
plL.finuru(figu)zu—(lU, 6)) |
nnn.countplnt(z—’unrkkhypu', hue='stroke’, data=data)
plt.title(’Frequency of atroke Incidence by York Typs?’)
plt.xlabel('Work Type')
plt.ylnbul(’FrquUHCy’)
plt.show()

# Interpretation

print ("\nInterpretation:")
print ("The bar chart visually represents the frequency of stroke

incidence for each work type.")
print("Each bar is divided into two segments, corrésponding to ’

No Stroke’ and ’Stroke’ categories.")
print ("The contingency table and Chi-Square Tent results provide

statistical evidence of the aggociation between

work type and stroke incidence.")
print ("Further analysis of the chart shows the distribution

of stroke cages across different work types.")
Investigate the connection hetween average glucose levels, BMI and

stroke occurence.

Using boxplot.

import pandas as pd
import seaborn as sng
import matplotlib.pyplot as plt

# Load the dataset
data = pd.read_csv("C:\\Users\\hp\\Downloads\\brain_stroke,csv“)

# Create Box Plots
plt.figure(figsize=(12, 4))

plt.subplot(1, 2, 1)
ens.boxplot (x="stroke’, y='avg_glucose_level’, data=data)

plt.title(’Distribution of avg_glucose_level by Stroke Occurrence’)

plt.subplot(l, 2, 2)
sns.boxplot (x=’stroke’, y="bmi’, data=data)
plt.title(’Distribution of BMI by Stroke Occurrence’)

plt.show()
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Using t-test

import pandas as pd
from scipy.stats import ttest_ind
# Load the dataset

data = pd.read_csv("C:\\Users\\hp\\Downloads\\brain—StrOke-CSV")

# T-Test
t_stat_glucose, p_value_glucoseé = ttest_ind(datal[data[’stroke’] ==
»] == 0] [’avg_glucose_level’])

1[’avg_glucose_level’], data[data[’stroke
t_stat_bmi, p_value_bmi = ttest_ind(data[datal[’stroke’] == 11 [bmi’],

data[data[’stroke’] == 0] [’bmi’])

# T-Test Results

print ("T-Test Results:")
print (£"T-Test for avg_glucose_level: T-statistic = {t_stat_glucose},

P-value = {p_value_glucose}")

print (f"T-Test for BMI: T-statistic = {t_stat_bmi}, P-value = {p_value_bmi}")

# Conclusion

print ("\nConclusion:")
print("There is a significant difference in average glucose

levels between individuals with and without strokes.")

print("There is a significant difference in BMI between

individuals with and without strokes.")

Determining if any residence type(rural or urban) contribute to

stroke incidence.

Using violin plot

import seaborn as sns
import matplotlib.pyplot as plt
import pandas as pd

# Load your dataset

data = pd.read_csv("C:\\Users\\hp\\Downloads\\brain_stroke.csv")

# Filter data for rural and urban areas
= data[data[’Residence_type’] == 'Rural’] [’stroke’]

rural_data
data[data[’Residence_type’] == "Urban’] [’stroke’]

urban_data =

# Create a DataFrame for plotting
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pd_DataFrame({’Rural’: rural_data, ’Urban’: urban_data})

plot_data =
# Create a violin plot

plt.figure(figsize=(8, 4))

sns.violinplot (x=’variable’, y=’value’, data=pd.melt(plot_data),

palette="muted")

# Add labels and title
plt.xlabel(’Residence Type’)

plt.ylabel(’Stroke Incidence’)
plt.title(’Violin Plot of Stroke Incidence in Rural and Urban Areas’)

# Show the plot
plt.show()

# Frequency table for stroke incidence in rural and urban areas

frequency_table = pd.crosstab(data[’Residence_type’],
datal[’stroke’], margins=True, margins_name=’Total’)
print ("\nFrequency Table:")

print (frequency_table)

Using chi-square test

import pandas as pd:
from scipy.stats import chi2_contingency

from tabulate import tabulate

# Load your dataset
data = pd.read_csv(”C:\\Users\\hp\\Downloads\\brain_stroke.csv”)
# Create a contingency table
data[’stroke’])

contingency_table = pd.crosstab(data[’Residence_type’],

# Print the contingency table in a tabular format

print ("Contingency Table:")
print(tabulate(contingency_table, headers=’keys’, tablefmt=’fancy_grid’))

# Perform Chi-square test
chi2, p_value, degrees_of_freedom, _ = chi2_contingency(contingency_table)

# Print the results
"\nChi-square Test Results:")

print(
print (£"Chi2: {chi2}")
print (f"Degrees of Freedom: {degrees_of_freedom}")
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print(f"P-value: {p_valuel}")

# Interpretation
if p_value < 0.05: .
print("The Chi-square test suggests a significant association
between Residence_type and stroke incidence.")
else:
print("There is not enough evidence to conclude a
significant association between Residence_type and stroke incidence.")

Develop and train machine learning model capable of predicting the
probability of stroke.

import pandas as pd

import matplotlib.pyplot as plt

from sklearn.model_selection import train_test_split

from sklearn.ensemble import RandomForestClassifier

from sklearn.metrics import classification_report, confusion_matrix,
Toc_auc_score, roc_curve

from sklearn.preprocessing import OneHotEncoder

from sklearn.compose import ColumnTransformer

from sklearn.pipeline import Pipeline

# Load your dataset (replace ’your_dataset_path’ with the actual path)
data = pd.read_csv("C:\\Users\\hp\\Downloads\\brain_stroke.csv")

# Assuming ’stroke’ is the target variable and other columns are features
X = data.drop(’stroke’, axis=1)

y = datal’stroke’]

# Split the data into training and testing sets

X_train, X_test, y_train, y_test = train_test_split(X, y,
test_size=0.2, random_state=42)

# Define a column transformer for one-hot encoding categorical variables

categorical_cols = [’gender’, ’ever_married’, ’work_type’,
’Residence_type’, ’smoking_status’]

numeric_cols = [’age’, ’hypertension’, ’heart_disease’,
’avg_glucose_level’, ’bmi’]

preprocessor = ColumnTransformer(
transformers=[
(’num’, ’passthrough’, numeric_cols),
(’cat’, OneHotEncoder(), categorical_cols)
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# Build the pipeline with ,,r;,’,yr,:,cy:‘:f!ltl;{ and clannifi

clf = Pipel )ruf(::!_up:z"[

(* ¥ wnannry ! ) iFiys1e r)
preprocessor’, prepr ocanpo '
' gl ; =100
("classifier’, HandumForunLClannlflur(n-““ledtor“ !
max_depth=10, random_state=42))

1)

# Train the model
clf . fit(X_train, y_train)

# Make predictions on the test set
y-pred = clf.predict(X_test)

# Print clasgification report and confusion matrix
print("Claseification Report:")
print(classification_report(y_test, y-pred))

print("Confugion Matrix:")
print(confusion_matrixz(y_test, y_pred))

# Calculate AUC-ROC

y_prob = clf.predict_proba(X_test)[:, 1]
auc_roc = roc_auc_score(y_test, y_prob)
print (£"AUC-ROC: {auc_rocl}")

# Plot ROC curve
fpr, tpr, . = roc_curve(y_test, y_prob)

plt.figure(figsize=(6, 4))

plt.plot(fpr, tpr, color=’darkorange’, lw=2, label=’ROC
curve (area = {:.2f})’.format(auc_roc))

plt.plot(l0, 11, [0, 1], color=’navy’, lw=2, linestyle=’--’)
plt.xlabel(’False Positive Rate’)

plt.ylabel (’True Positive Rate’)

‘title(’Receiver Operating Characteristic (ROC) Curve’)
plt.legend(loc="lower right")

plt.show()



